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Цель:реализовать и обучить сверточную нейронную сеть для классификации изображений.

Начальные данные: датасет MNIST

Код программы:

import numpy as np

import keras

from keras.utils import to\_categorical

from scipy.signal import correlate2d

from sklearn.metrics import accuracy\_score

class Convolution:

def \_\_init\_\_(self, input\_shape, filter\_size, num\_filters):

input\_height, input\_width = input\_shape

self.num\_filters = num\_filters

self.input\_shape = input\_shape

self.filter\_shape = (num\_filters, filter\_size, filter\_size)

self.output\_shape = (num\_filters, input\_height - filter\_size + 1, input\_width - filter\_size + 1)

self.filters = np.random.randn(\*self.filter\_shape)

self.biases = np.random.randn(\*self.output\_shape)

def forward(self, input\_data):

self.input\_data = input\_data

output = np.zeros(self.output\_shape)

for i in range(self.num\_filters):

output[i] = correlate2d(self.input\_data, self.filters[i], mode="valid")

output = np.maximum(output, 0)

return output

def backward(self, dL\_dout, lr):

dL\_dinput = np.zeros\_like(self.input\_data)

dL\_dfilters = np.zeros\_like(self.filters)

for i in range(self.num\_filters):

dL\_dfilters[i] = correlate2d(self.input\_data, dL\_dout[i],mode="valid")

dL\_dinput += correlate2d(dL\_dout[i],self.filters[i], mode="full")

self.filters -= lr \* dL\_dfilters

self.biases -= lr \* dL\_dout

return dL\_dinput

class MaxPool:

def \_\_init\_\_(self, pool\_size):

self.pool\_size = pool\_size

def forward(self, input\_data):

self.input\_data = input\_data

self.num\_channels, self.input\_height, self.input\_width = input\_data.shape

self.output\_height = self.input\_height // self.pool\_size

self.output\_width = self.input\_width // self.pool\_size

self.output = np.zeros((self.num\_channels, self.output\_height, self.output\_width))

for c in range(self.num\_channels):

for i in range(self.output\_height):

for j in range(self.output\_width):

start\_i = i \* self.pool\_size

start\_j = j \* self.pool\_size

end\_i = start\_i + self.pool\_size

end\_j = start\_j + self.pool\_size

patch = input\_data[c, start\_i:end\_i, start\_j:end\_j]

self.output[c, i, j] = np.max(patch)

return self.output

def backward(self, dL\_dout, lr):

dL\_dinput = np.zeros\_like(self.input\_data)

for c in range(self.num\_channels):

for i in range(self.output\_height):

for j in range(self.output\_width):

start\_i = i \* self.pool\_size

start\_j = j \* self.pool\_size

end\_i = start\_i + self.pool\_size

end\_j = start\_j + self.pool\_size

patch = self.input\_data[c, start\_i:end\_i, start\_j:end\_j]

mask = patch == np.max(patch)

dL\_dinput[c,start\_i:end\_i, start\_j:end\_j] = dL\_dout[c, i, j] \* mask

return dL\_dinput

class Fully\_Connected:

def \_\_init\_\_(self, input\_size, output\_size):

self.input\_size = input\_size

self.output\_size = output\_size

self.weights = np.random.randn(output\_size, self.input\_size)

self.biases = np.random.rand(output\_size, 1)

def softmax(self, z):

shifted\_z = z - np.max(z)

exp\_values = np.exp(shifted\_z)

sum\_exp\_values = np.sum(exp\_values, axis=0)

log\_sum\_exp = np.log(sum\_exp\_values)

probabilities = exp\_values / sum\_exp\_values

return probabilities

def softmax\_derivative(self, s):

return np.diagflat(s) - np.dot(s, s.T)

def forward(self, input\_data):

self.input\_data = input\_data

flattened\_input = input\_data.flatten().reshape(1, -1)

self.z = np.dot(self.weights, flattened\_input.T) + self.biases

self.output = self.softmax(self.z)

return self.output

def backward(self, dL\_dout, lr):

dL\_dy = np.dot(self.softmax\_derivative(self.output), dL\_dout)

dL\_dw = np.dot(dL\_dy, self.input\_data.flatten().reshape(1, -1))

dL\_db = dL\_dy

dL\_dinput = np.dot(self.weights.T, dL\_dy)

dL\_dinput = dL\_dinput.reshape(self.input\_data.shape)

self.weights -= lr \* dL\_dw

self.biases -= lr \* dL\_db

return dL\_dinput

def cross\_entropy\_loss(predictions, targets):

num\_samples = 10

epsilon = 1e-7

predictions = np.clip(predictions, epsilon, 1 - epsilon)

loss = -np.sum(targets \* np.log(predictions)) / num\_samples

return loss

def cross\_entropy\_loss\_gradient(actual\_labels, predicted\_probs):

num\_samples = actual\_labels.shape[0]

gradient = -actual\_labels / (predicted\_probs + 1e-7) / num\_samples

return gradient

def train\_network(X, y, conv, pool, full, epochs, lr=0.01):

for epoch in range(epochs):

total\_loss = 0.0

correct\_predictions = 0

for i in range(len(X)):

conv\_out = conv.forward(X[i])

pool\_out = pool.forward(conv\_out)

full\_out = full.forward(pool\_out)

loss = cross\_entropy\_loss(full\_out.flatten(), y[i])

total\_loss += loss

one\_hot\_pred = np.zeros\_like(full\_out)

one\_hot\_pred[np.argmax(full\_out)] = 1

one\_hot\_pred = one\_hot\_pred.flatten()

num\_pred = np.argmax(one\_hot\_pred)

num\_y = np.argmax(y[i])

if num\_pred == num\_y:

correct\_predictions += 1

gradient = cross\_entropy\_loss\_gradient(y[i], full\_out.flatten()).reshape((-1, 1))

full\_back = full.backward(gradient, lr)

pool\_back = pool.backward(full\_back, lr)

conv\_back = conv.backward(pool\_back, lr)

average\_loss = total\_loss / len(X)

accuracy = correct\_predictions / len(X\_train) \* 100.0

print(f"Epoch {epoch + 1}/{epochs} - Loss: {average\_loss:.4f} - Accuracy: {accuracy:.2f}%")

def predict(input\_sample, conv, pool, full):

conv\_out = conv.forward(input\_sample)

pool\_out = pool.forward(conv\_out)

flattened\_output = pool\_out.flatten()

predictions = full.forward(flattened\_output)

return predictions

(train\_images, train\_labels), (test\_images, test\_labels) = keras.datasets.mnist.load\_data()

X\_train = train\_images[:5000] / 255.0

y\_train = train\_labels[:5000]

X\_test = train\_images[5000:10000] / 255.0

y\_test = train\_labels[5000:10000]

y\_train = to\_categorical(y\_train)

y\_test = to\_categorical(y\_test)

conv = Convolution(X\_train[0].shape, 6, 1)

pool = MaxPool(2)

full = Fully\_Connected(121, 10)

train\_network(X\_train, y\_train, conv, pool, full, epochs=10)

predictions = []

for data in X\_test:

pred = predict(data, conv, pool, full)

one\_hot\_pred = np.zeros\_like(pred)

one\_hot\_pred[np.argmax(pred)] = 1

predictions.append(one\_hot\_pred.flatten())

predictions = np.array(predictions)

print(accuracy\_score(predictions, y\_test))

total\_predictions = min(100, len(y\_test))

for i in range(total\_predictions):

predicted\_label = np.argmax(predictions[i])

true\_label = np.argmax(y\_test[i])

print(f"{'Верно!' if predicted\_label == true\_label else 'Неверно!'} - Предсказание: {predicted\_label}, Истинное значение: {true\_label}")

Вывод программы:
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Автоматически созданное описание](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWcAAAIwCAMAAABtBVptAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAACKUExURRgYGBgYVZnAzKp9GH2qzMCZVRhVmcDMzMzMzBgYfarMzMzAmVUYGMDMqn0YGMyqfRh9qlWZwMzMqpmZwJnAwJlVGMzMwKqqqsCZfcDMwH1VmZlVfap9farAmarMwFV9qpmZqlWZqlVVmX0YfX19qszAwMDAmX2ZwMDAwKrMqqqqzKp9VcDAzAAAAG/ptEsAAAAudFJOU////////////////////////////////////////////////////////////wCCj3NVAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAeJ0lEQVR4Xu2dC3fbtpKAY1uW5ciOJafubXa32bu93ff+/9+3Zx54ckYhKQAapvOd0yqkDGIw4gsfIejTJ8dxHGer3N0/1KuY3WO95i/B/nB4vJCVi+wOBygtUW/x+fPxBf+xf/0Slu7uD4e34q8SJ/7zGcRNA/unw+EB1lFg8AqB7J/U7V14awEcRKgPgfQ8hGbuHvevX85acy9zYdes8nx6/8qtOT/Gpd3bp+fPyibm5zltGqr95ePT6dePu/vHT8+fHz7tnyiKu/u/qds7//bLR71uMRxEqC+yf/rgZu4e9q//BPvYCijPd7/88+fD+xf8LKGyE+zkd/f/giuJ599fztTQ5+8fYWn/7ePTJ149gfPM24Rd4v1LePn0/DntF2nTcc3nhxP81fnt046bfT7+q1IP7BDw0VPUMfgHKv54hj0Sqo0Nw03D/6QgQn3pje8f3Mz90+G3dWeNmOf7X+FDg33o7v4NdideCWsinAw+cmAJUnlKn0UJ5TlsM5TiluVNTJsOQJ4xLcfn73/HD2b/7UM9PvavXzAQjDoGz3k+vMHG/+0DA6H34DCBXVQKItSXOB1fUjNP684afH5+wKhOR/yg96+c3BBqhJIRTieU5z+e3v/xXT5oKS+8zS9nCp5faqo8744vkIznz8f90xsu7h7189D5DXa6GHUR/A6OOjrWz7gfpQLlRjiIUB+vguPgITVTKjWPsD9Dnt+xJftX/LzVPIfmYp5xV4unLLiCpTxynmmbX+AThbr4paLMM34Yp8Ph/c833Pj+Ffeo9DdFRRjn7pGjroLn6w8UOLzxe3gACDsm5pnqy3aGu/vH2Mzd4+5AR81S8jzT/nx65z1WyXO4cmJUcOLS9rNsf8b/hSumdOEs8nyOTTk/4h60f8XDLrsPyMEcHo551HWesUrYn8M19WFyGuYguL78oDu/hWaejn+8fsFLwWJSnp8/P0I4cGzRwS3nOcYAS3f3x5fiFJ5DeQ7bzA/pR/HUGO7PsjQfX/A8Cv/94PPcf/sozkx4NsZ7MVhHNy5v8ax1+vU/KLZpEKG+eK/4/PmBmwlXxNcvF+7QLkD3z3AagsMZ7g2g6nN+ySbwTw7HF1oRluBVqxeu7Qc40cI2sUB8KZsYNkZtg7/H3ZP+MN2ha3nGhuPuQY2gl/3T4fif8bxxPhzev76F99KRNQ0i1Iex4Eq+f37Ebe20q/4swgH1Y9ZfCSxxq1bMz/PPAZ2IxvPXyvMOuyyO4ziOcxH94rjuVn3z7J9GeH7W7z08f7kVEvzcm0YjDN1CrdcNNPH8XENqZraS5P8Qz8/6Hf7Z3PMXWwmCn99Igh8tg0gTz081ZM1MK1n+D/H8ADW/uecvtxIEf+i2RcGvduKaeH6AawifclpJ1mmU5+cAmnv+citYjMrCHyfBrx4frTx/2jPyZJ6OL0n+Szp1Fks8P/nvcDqhPLfw/OVWWPC/8O7Fgh92SG1XauP5Uw1J8/PKKP+npeayyPPTR8pRYJ6beP5qKyT48yOGasyOrT6en2uodoW7e7j8cRtGeH72wu09v7AVON/S4Z0JfuVS38zzUw1Jf8eVQf4P8fxcfwfPH7cS78/wopiujPSP8rSZoCNmmef/d8nz45+FNOeen+X/EM/P+r2H52eNnrl1eC8NpDhRPdr5uaHnh70tf+YQqqWY3PMv5VatmJ/nnwP3/CNwz+84juPMQL84rrtV3zxjPH8y7X09fxD80GNgkYoWWq+ojefnzZSen5458Mohnh9g097X8/MarH33Ft6b/klGG8+PDxRKzw+9TBhfRyvHeX7sRnX2/Fjm+wc5fhqqeT5O/ySjkedPDxSiSMmfOXx+GOb5KXOdPX/4q937l/0TDus/HdDYqhW18fzpgUKWZ/xscC2tFHXqHOZ7ftgloKpwOunl+eNxcwLVy+9N/iSnjedP3xhInj89c6CV01JzWeL5qQ3htNvN8/MJYnd8OR3CUPpLFdGZ/FrPj0cEHa/ZrpCeOeDKIZ4/HM+cpn6eH9NBK9/5vfpPctp4/vhAYer5oSyuHOL5OQEDPD/uzqifd0d+71JFdMS08PywpYnnh2ho5RDPH5R3d88fBD8U5/uUx/QnAm08PwCPtieeH6+XuNI9/1Ju1Yr5ef45cM8/Avf8juM4zgz0i+O6W/XNM8bzpy5SX89P3YIH7FKw0cSvW6vjkRp5fq6v3Bp7/oHj+WGZB9Z39vzcH2SPQO9Nh9nnNPH8wVvkEwRBL5P67BDSIM8fPHhvz8+Kh9qdvZe0cEUbzx/ynE8QFDz/yPH80YN39vxh8Dy1O3tPzXMbz895LiYIwn+lyYOGeP7gwcPppJfnD4Pn4Xz5lr+XDbMvaeP5qb5M9/Mnkk0eJJSay2zPj3sMfbwURS/PHwfPQwRv6b38E+rg+QGoL+p+pJg8aMh4/ujBe3v+MHge/p2mzJnq90gbz4+c3/LvD4SVYfKgMeP5OXP9PX+aqWf/FKbMuZBmPmJaeP5gvnGDuecfOJ4fwP0KV/T0/HTHDP+H3NJ7Ub8LtPH8ob4iz+HGnl7d8y/lVq2Yn+efA/f8I3DP7ziO48xAvziuu1XfPGM8f/Tggzx/WEkVpW8TCLT0/MHsM3ksYzx/6teP8fy8Ms3dz98mEGjo+aFfmQnYIpYxnj/meYzn55XZ3P1qJ66l589G8ANFLGM8f8zzGM+fVoY8q8dHS8+PlcSaJrGIOnUO8z0/e/B4Ouns+dNKzDPskNqu1NLzs9nnPNexTEvNZbbnpzVv6cPu7Pkzwc8VZsdWP8+fRvADdSwDPD8CS4M8f1oZz9zKpb6p56eXEGAVyyjPD1ffUZ4/bTpeB5XnsHTENPT8WKEQyxDPHzz4KM/PK7kifJHT3Nbzc+ViLO75l3KrVszP88+Be/4RuOd3HMdxZqBfHNfdqm+eMZ6flXfo9ffz/CTcq+l7Lsr8C28tgNtX/CZwMch/jOdP86p29vyZQEjT9/T/Hd4wuC7/TeBykP8Yzx/NS2/Pn/Kcpu+B9/v+Di+3r/pN4BAL1j7E86cx7Z09f/6ALE7fUw6zr2ji+bP2TfMcaxd16hxme/44pj2cTnp5/vhAgS0ETt8D+4Oa5yaeP/0Ab5HncpD/pNRsZnv+OKY9NLeX5wfwgQI1mKfvKYfZd/D8sX31eTAf5D/A84cx7d09PwLVYlbovXdhmH2kjeeP7avznA3yH+L5eZh9f88frv2s23H6nnhkCNARc7Xnj18joDyXsWAtQzx/uMnt7vlZuFfT91zIcxvPz+0LDStjodrd8y/lVq2Yn+efA/f8I3DP7ziO48xAvziuu1XfPEM8f/DuQQX09vzhJXSP1G533ne7CvL85RcHeImCGOP5AbrvHOP5+YXfu2gVWnr+4FvS+m+gjCGIMZ4/dqMGeX56Ce9dynNLzw+UvUWwGiPH87NFi8qjt+enl/DepTw39vzVgYjjcQeO5w+fczid9Pb89BLei/JfoKnnhz0/7bO0NHg8Px3a4dPu7/nLeXvCSqCr5w8fFXN3H34kYNB4fo5ymOfHl/w95VLf2vPXFaUghnj+4L+HeX58yWpINwQldMS08/z8ICfEAr8HNHA8f/xSAR/RvT0/v/B7YUmiveeHhsZYwv2zj+dfzq1aMT/PPwfu+Ufgnt9xHMeZgX5xXHervnmGeH7sw9A9+hjPD91p7JfhC9Quhxn6FFdDnr9+oEDbxveGeH5cGuj5eUb+8FJOp1PR0vNX+oK+RkDvDfH82IXCD3OQ5w+iAV9QRGm7UlPPX+WZvkYwcn5+HlifXFpnz1/mGZOkfKBNPX+ZZxrIP3R+fh5YH08nvT0/BEeJ3YGMyqfTqWjq+csHCjSQf+T8/DywPu1V/T1//tEU0+l09/zhTTxMji/xvQGenwfWDxzPz1PFpxnjFcPe0fPzQP7w3gjPHwbWD/P80zRf+jxben5saowFNk/vjfH8PLB+lOeHYofDkV8u3ac39/z4yRZ5pvfc8y/lVq2Yn+efA/f8I3DP7ziO48xAvziuu1XfPOM8P/1hZ89PfYR83h6oVrVIeZ/iKsjzp8cZvDI1c5Dnj6a9s+fPpughVQvVltPpVDT0/NjodHtdNHOI50+mvbfnT1P0PH//4Gqr6XRKWnr+9DgDl4pmDvH8mDX8X2/Pn6boOcM481itmuemnj8+zmDKZk506lxme/5o2sPppJvnj1P04IETBb+e56aePzzOCBTNnJSazXzPH0x7OO328vy482BRzGwU/HmeO3r+8DgjUDRzgOdH4DTY2/PHKXpCVljwq/tzU88fH2cE8maO8PwA1jnC85cnZPqHmmc6Yhp5/jhPUIgla+YQzx/ucbt7fiwax0xwtaG+VCbR1POHxxnZeP7YTPf8S7lVK+bn+efAPf8I3PM7juM4M/jhxXHdHfvmWaX753v+idkfovsxQB7PDz2E3ro/PF4oY+GHDRTEKt1/YZ+s8jwx+8N0//7bB8ayexug+4HdWxkLdDbx6/QYxCrdP9vzT8z+UN3P+n2A7qf6yljCwwYKYpXun+35WamgtcQUjdP98JK+TaDmuYnuB/jxQooF44CJiUMQE6v6Q2Z7/phSVt7hrFKslKBkrdb9sAti01j86nluovtZfpSxxIcNHIRU6gfM9/yc0qC8w2m3WEk01v2Ys6jf8zx30P1yi/hhQwhihe5f4vnjqRgPZE5TsVIi259X6X7c8ZJ+V/fnNrqfPyGhRefHEMQa3b/E80MTg5Mfp/ux5VG/63mmI+Zq3U8VTGM5w5ASDGKV7l/k+TOzP0r341/CwRbr6az7+WF3EUu4maYgrtD94UiazYorgUGGt2Jxnn8Ohuv+v2SeXfc7juM4ziDCLTiTxrTDTTot8cw5zjWUbj2MtaIx9LxEM+eUxZxlVG6dtApr7XzG+jh001kF2sfYV+cx7WhkTsdsxnrP85WUPpvHtLPWTr9MGybQcdZS+uwwpp20dliSn344Syh9No9pJ38Lw6ppKU3p4qyk8tlp7hq4NvKSp7kBpVunu+lwT02vcBOtuXXHcRzHcRzHcWrUoUbOXLAT8qNRDHqew+j3en07xBpIuvSsdgZiZBqk5n4gPS/kGRqsDWBsRz2eBaq99AWKcdSRadBYa/rdubcwrD8MrAuj+/VRNJzn8HUA7rDjKLg0oh4eztDQOBplF4b1wzqsiEdRxv5+Pe57MjwLx/f+F6pzGJePA0txlOvz5zAqsGpD8XiOgwh/wpHRYP2oHtZFpoH783f84eS7+8c4rJ8roSH4+U8BV4Q8UzneCgYJo8R5RP0jRsdD6fnwoKWsNWeYD4CKT1oz+c7N/vXL/vXP40t4nIaleCtlnkMbwqYjqXaOJeQ5ZGJdZBr40T5+ev5vzhcOg+ZKwhD8OXnGcrwV3DV2uCNjg36L07CHQaa0uSwZD/vX/3kMxbPtI9OdBofFQrWcuZBn2EqZZ27DdNN39/Qlhvg9Djyyz295JlZEpgFbv7uHr7bEMdowzhyW3mhAcZ3nYgx9kef3OOUc5jmOqA/zVuMVF15Qw8ISV3R3/7/3j7tH7cIyveDRzozPfRDOM24lbjNvQ7VpCoL/JI/skDKxLjINDPV0ZLcv7M/5FDZTyv2Zt4JloMGc50d4HMND6fH93Vs+sB5e/gajikPxCuEyvf/2f/Bjz+HACHnGrQj78+ld2HQ8PeaRnekhEmdiRWQatD8/xt9xzi8lcQh+fVZKZHnGcpxHmkUpjajnH+bAB46cZ1yKrYHTeywuja/PBp+Hf5+OL+F5GueZt5LnmduQ/SR1IMtzigzKpXPbzMjmEO6f6RaBbxS4kji6f0ae6QYDX+mQg2X+VgBs8Ff4ofP3r29YH/waDC7F1sCDGz6Q6881TCZ3d5+OrPi0jcflc55xK2WeQxvCphEOIvxJGORPF5CQifmRLQe3voKiHC8s/P7Gj/mJnrkbzvNJuAxtliZ5dhzHcZyfi9LAOCsw7/nDvD0F2D1a0BvrgxSZxiY8P3b/ihVWPP8kMg33/O75I5MDxoznn0SmYd/zw65UV2/D80uRaWzB80+vD1Y8/zQyjQ14fuExnBHPL0SmsQHPzzuDQc/Pkc3BvOfHddAYc54/RrYc3PoKinK80Ng/u+evy/XJs3v+K8o5juM4zgaY3bt0NOx7/rInyGuge3Rzzy9FprEBz59+lTcC1Rrw/EJkGhvw/HGa/gRUa8DzC5Fp2Pf8aZr+bJ0Jzy9FpmHf88df5c2w4fmlyDTMe34IYtIaE55fjEzDvOfPp+mPmPD8YmQam/D8tFNa9PwL9mfjnh/A1pjz/MDsPJfg1ldQlOOFxv7ZPX9drk+e3fNfUc5xHMdxNkBpYJwVbMDzQ4jV7Qx2j27v+YXINOx7fulb1FDt7T2/FJmGfc8vOVmo9vaeX4pMw7znz34kIGHC84uRaZj3/NmPBGQrLXh+MTIN854fa6j9rwnPL0amYd7z4+Fcv2PC84uRadj3/OEnA+x5/vRjBj/GvucPl3p7nj9Ethzc+gqKcrzQ2D/Pv+RsAMN5ds9/RTnHcRzH2QClgXFWsAnPP9k+do8seP7ZIdj3/Kf3r5PtQ7ULGtkJKTIN857/+feX6Y4L1d7c84uRaZj3/Pj1hLo1Jjy/GJmGec8vtsaE5xcj0zDv+cXWmPD8YmQa5j2/2BoTnl+MTMO+5w+tsef5l+XZuOenreEdgzHPHyNbDm59BUU5Xmjsn93z1+X65Nk9/xXlHMdxHGdzlD7GmcWMvnWNnmdNAzREmhMfO0vzu2adgM6Pnse2eabeYecGT+bEh2pvbv3x1lYfbRfyDJ1I7nP+CjrWqPUHUBTnQLW3t/5cQCHkObPb0dfbtP7TA8aG9d+9f7nwhRX+9HO7vStctzHrD7tSXb0R638izy4T/Gxmt48vpq3/9Ppgw/rvji+naAQnlB48ZChfsmb9Y7mICetPqlZND9ec2+1iyZ71p0dA5qw/npt1dZvfb7Dn5/sNu9Yfdltz1h+vdGqaL4JbX0FRjhca2+hLu87mMJxnt/5XlHMcx3Eck0x6us5Swniki+h5lrv6bRHUMnaIbm72pcg0oJsZBYzGhTxTD3BubWuQRs1DtQsa2QkpMg3MsY/nX2X2pcg0cH/28fyrzL4UmQZ+tD6ef53ZFyLToPHPPp5/jdmXItPAUH08/xqzL0amQfuzj+dfYfYX5pnun+kWgW8UuBI7Zp/uGIyZ/RjZcnDrKyjK8UJj4+xmvy7XJ89u9q8o5ziO4zgboDQwzgrse37oDtQBYvdofmesE1JkGvY9/w76dFX9UO3tPb8UmYZ5z49d7HrXhWpv7vnFyDTMe344WE71F2xMeH4xMg3znv90/OPp/R/VV1JMeH4xMg3znh/3mNr/mvD8YmQa5j1/VKDlSgOeX4xMw7znv7uHCxYeAalJJjx/jGwO5j0/roTGmPP8MbLl4NZXUJTjhcb+2T1/Xa5Pnt3zX1HOcRzHcTbA7LtxR8O+54cI6+qxezRXSXZDikzDvOeHuicBQrU39/xiZBrmPT+KoMlMEBY8vxiZxiY8/+SIMeP5J5FpmPf8dGKb5vn2nl+MTIO8qGHPD6eG9z8n5w0Dnl+MTANDtez5kXN1HTbh+ZE6Mg3anw17fgDv4Mx5fvz7eh/XMO/5442COc8fI1sObn0FRTleaOyf3fPX5frk2T3/FeUcx3EcZ3OUPsaZxYy+dY2eZ1kDNMXn50+9w84N9vn5Qy+8n/UHUBTnQLU3t/6hgELIc2a3fX7+Ndbf5+fPNt3R+vv8/IOsv8/PX+3Pfay/z8+f5bmj9ff5+bM8d7T+Pj+/eQzn2a3/FeUcx3EcxySTnq6zlDAe6SJ6nuWuflOgU1AHiB2im5t9KTINGlz6g/uwC3mmHmDPBkuz40C1Nzf7YmQamGPL4/nF2XGg2pubfTEyDdyfrY/nn8yOY8Lsi5Fp4EdreTy/ODuOCbMvRqZB458Nj+cXZ8cxYfbFyDQwVMvj+cXZcQyZ/QXnZ9Pj+X3eHiDmuZvZx5XQGHtmP0S2HNz6CopyvNDYOLvZr8v1ybOb/SvKOY7jOM4GmH037mjY9/x2R/BLkWnY9/yh+1esMOH5pcg0zHt+wOYIftxSHZmGec8PTA4YE54fmESmYd7z465UV2/C84uRaZj3/LSJ6vpgwvMDk8g0zHt+xOQIfqSOTMO856dliyP4aXnmicO858d10Bhznj9Gthzc+gqKcrzQ2D+756/L9cmze/4ryjmO4zjOBpjdu3Q07Ht+STRj9+jmnl+KTMO+5z+9f51sH6pd0MhOSJFpmPf8z7+/THdcqPbmnl+MTGMLnn/aGiuefxqZhn3PL7XGhueXItPYgueftsaK559GprEFzz9tjRXPP41MYwuen1pj0fMvyfMWPD/dMVj0/MLJZAa49RUU5XihsX92z1+X65Nn9/xXlHMcx3GczVH6GGcWM/rWNXqeNQ3QEGkMPXaW5nfNOgGNryNLtM0z9Q47N3gyhh6qvbn1v/vlg0WwSMgzdCK5z+nz86+x/rQlLTMxz5nd9vn5V1r/i3mmTz+32z4//0rrf8nABD+b2W2fn3+t9b9wmSs9eMhQvmTN+sdyESPW/6xfBWOec7vt8/Ovsv4X01zcb7Dn9/n511h/3IpwMpkBbn0FRTleaGyjL15ztobhPLv1v6Kc4ziO45hk0tN1lhLGI11Ez7PW1W+HWAN2iG5t9sXINKCbeUHnERfyTD3AeXWtp/59W6j25mYfqSPTwBxbHs8PGDb7dWQauD8bH88/EXR2zP4kMg38aI2P55/uNFbM/jQyDdi6j+dfbfanqxQwVNvj+YXLtBGzL0SmQfuz6fH8vNPYM/sLdmf74/nph4Sx5cbMfoxsObj1FRTleKGxcXazX5frk2c3+1eUcxzHcZwNUBoYZwXmPX9pNBnsHi3ojfVBikzDvueXfu0Wqr2955ci0zDv+cVfu4Vqb+75xcg0zHt+OFgmv3ZrwvOLkWmY9/zir92a8PxiZBrmPb/4a7cmPL8YmYZ5zy/+2q0Jzy9GpmHe8/vv8AIxz/08P6yExtjz/CGy5eDWV1CU44XG/tk9f12uT57d819RznEcx3E2wOy7cUfDvueHKuq7GewezVWS3ZAi0zDv+cX5cKDam3t+MTIN854fmOwIUO3NPT9tSctMhXnPD0xaY8LzA5PINMx7fmBiNkx4fmASmQZ5UcOeH3IwUeAmPL8YmQaGatnzixO1mPD8YmQatD8b9vyxMeY8/5I02/f8WIDuGIx5/hjZcnDrKyjK8UJj/7zgmmMfw3l2z39FOcdxHMfZAKWBcVZg3/NDhHX12D26ueeXItNAL/ojuXchz9Qf7NhgqHsSIFR7e88vRaaBf2jZ86MIqqdtgWpv7vnFyDRwf7bs+fFgqY8YE55fjEzDvOenE9s0z7f3/GJkGuRFLXv+0+Hw/ufkvGHB80uRaWCotj0/7G3VddiI5xci06D92bLnh8bgTmnO84fI5mDe88cbBXOeP0a2HNz6CopyvNDYP7vnr8v1ybN7/ivKOY7jOM4GKA2MswL7nh9DrG5nsHs0uy/WDSEyDZJOP/jjC3mm/mDPBkuzpUK1s1VZN6TINMx7ftHJQrU39/xiZBrmPf/z979nHpYx4fnFyDTMe340abXaMOH5xcg0zHt+rKH2vyY8vxiZhnnPj4dz/Y4Jzy9GpmHf88Mv7sB/9jx/iGwO5j1/vNSb8/zlPcwicOsrKMrxQmP/PP+SswEM59k9/xXlHMdxHGcDlAbGWYF9zy/1BrB7dHPPL0WmYd/zS7PgQ7W39/xSZBrmPb84Cz5Ue3PPL0amYd7zw8EymQXfhOcXI9Mw7/nFWfBNeH4xMg3znl+cBd+E5xcj0zDv+cVZ8E14fjEyDfOe3+fnB2Ke+3p+aIxNzz8zzRW49RUU5XihsX92z1+X65Nn9/xXlHMcx3GcDTD7btzRsO/5JdGM3aO5SrIfQmQa9j3/6f3rZPtQ7YJGdkKKTMO853/+/WW640K1N/f8YmQa5j2/OPmCCc8vRqZh3vOLrTHh+cXINMx7frE1Jjy/GJmGec8vtsaE5xcj0zDv+WNrzHn+hXk27vlpaxbn54+RLQe3voKiHC809s/u+etyffLsnv+Kco7jOI6zAUoD46xgE55/MjsOdo/md8Z6IUSmYd/zS7PjQLW39/xSZBrmPb/oZKHam3t+MTIN855fnB3HhOcXI9Mw7/nF2XFMeH4xMg3znh9rqP2vCc8vRqZh3vOLs+OY8PxiZBr2Pb/P25PnuZvnj5d6c56/vIdZBG59BUU5Xmjsn+dfcjaA4Txv1PP/PwkUR4AiDHVuAAAAAElFTkSuQmCC)

Вывод: реализовал и обучил сверточную нейронную сеть для классификации изображений.